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Abstract. The author examines a number of concepts and laws that came to ecology from infor-
matics and became widespread due to their deep semantic content. Although the importance of
information processes for the implementation of ecological functions is widely recognized today,
the fundamental principles of information theory are not sufficiently reflected in theoretical ecol-
ogy. True, some general theoretical problems in the light of information theory (hierarchy, stabil-
ity, interspecies interactions, classification of ecosystems, etc.) are discussed by specialists. The
author examines attempts to create new scientific directions - "environmental informatics" and
"information ecology". The "informational approach" in the study of certain properties of ecosys-
tems should be perceived only as a method. The conclusion is made that "informational ecology",
"ecological informatics" do not have the right to pretend to a new and original direction. Syne-
cology focuses on the relationship of populations with each other; in this case, information theory
can be applied in a very natural way to the study of interrelated processes. Two aspects of infor-
mation are discussed: syntactic and semiotic information. It is hoped that, as a result of the meth-
odological successes, the "informatization" of ecology will not take much time, as it might seem.
However, it seems that this task in its difficulty exceeds the limits of any individually planned
program. The "information" approach is applicable in ecology only within the framework of anal-
ogies that can "lead" the thought of environmental researchers to the formulation of new ap-

proaches and directions for the search for new laws and patterns.
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Information is not knowledge and knowledge is not wisdom.
Hngpopmayus — ewyé ne 3nanue, 3nanue — ewé He Myopocmo.

Introduction

We all live in an information society and the mod-
ern world is no longer able to do without information
technologies, since every day they are being intro-
duced more and more into our daily life. Computer sci-
ence — «the science of the methods and processes of
collecting, storing, processing, transferring, analyzing
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James Gleick; born 1954 — American writer,
journalist (Gleick, 2011, p. 380).

and evaluating information using computer technolo-
gies that provide the possibility of using it for decision-
making» [Zhuravlev, Gurevich, 2008, p. 481] — for
more than half a century has been one of the most im-
portant scientific and applied directions, forcing us to
keep pace with the times along the path of human pro-
gress. Even Wiener in 1948 noted: «Information is in-



formation, neither a matter and nor energy. Material-
ism which does not recognize this cannot be viable at
the present time» [Wiener, 1948, p. 66].

At the same time, nature conservation, rational use
of its resources and ecosystem services today can no
longer be imagined without strictly quantitative re-
search methods and mathematical modeling of ecosys-
tems. Therefore, inevitably, «there was a need to de-
velop an interdisciplinary direction of science, which
would combine GIS, global modeling, GIMS (geoin-
formation monitoring systems. — Author's note), expert
systems and would take into account the socio-eco-
nomic aspects of human nature conservation. Ecoin-
formatics has become such a direction» [Krapivin,
2011, p. 29].

Ecological (environmental) informatics

Thus, environmental informatics (ecoinformatics)
combines environmental and information sciences. In
its most general terms, it is the science of applying
mathematical modeling and computing techniques to
the study of the functioning of ecosystems. «Environ-
mental informatics (ecoinformatics) is a section of ap-
plied informatics associated with the development and
application of methods, procedures and ICT (infor-
mation and communication technologies. — Author's
note) for environmental research, including the acqui-
sition, processing and analysis of environmental data,
the development of measures for protection of the en-
vironment, a description of the links between the OS
(environment. — Author's note.) and man-made sys-
tems, including industrial enterprises. <...> Applying
the methods of ecoinformatics for collecting, pro-
cessing and analyzing environmental data, methods of
modeling ecological systems (ecosystems) and decision
support systems (DSS) for various tasks of environmental
analysis, it is possible to obtain the results of assessing the
current state and to predict the characteristics of the oper-
ating system, which make it possible to explain and solve
many environmental problems. The object of research in
ecoinformatics is various ecological systems and arrays
of ecological data that characterize the state of the envi-
ronment. The subject of research in ecoinformatics is the
processes of collecting, processing and storing environ-
mental data. Methods of ecoinformatics are methods of
mathematical statistics for processing ecological data,
methods for analyzing temporal characteristics of the en-
vironment (time series), methods of ecological modeling,
methods of development and methodology for using DSS
for managing environmental protection» [Meshalkin et
al., 2020].

Information is structurally heterogeneous and in-
cludes syntactic (form), semantic (meaning) and prag-
matic (value) components, described by three corre-
sponding sections of semiotics - the general theory of
sign systems [Kull, 1999; Knyazeva, 2018]. Biosemiot-
ics, as a branch of semiotics, examines the properties of
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signs and sign systems (sign processes) in living sys-
tems. Distinguish between phyto-semiotics (studies sign
processes in plants [Krampen, 1981; Kull, 2000]) and
zoosemiotics (studies biocommunication of animals —
the transfer of information from one individual to an-
other — from the standpoint of the content of their com-
municative actions [Naumov, 1973; Mozgovoi, 2005;
Nikolsky, 2013; Kull, 2014].

Biodiversity

Biodiversity is a form of information; it is infor-
mation stored in genes, morphology, behavior, reflect-
ing the ecological and evolutionary history of the life of
organisms on Earth. Ecology is still not able to fully un-
derstand the consequences of the loss of this information
(biodiversity) for its reading (processing) and control of
the flows of matter and energy with its help. Although
some concepts and methods for assessing biodiversity
are not poorly developed, they are not yet embedded in
the frameworks of theoretical ecology (general relation-
ships between information and flows of matter and en-
ergy). For the sake of fairness, I note that some general
theoretical problems in the light of information theory
(hierarchy, stability, interspecies interactions, classifica-
tion of ecosystems, etc.) are discussed by specialists
(see, for example, [Ulanowicz, 2002]). Thus, while it is
generally accepted that biodiversity is being lost (valua-
ble information is irrevocably lost), we do not have basic
principles to guide our understanding of the impact of
this threat. At the same time, anthropogenic activity can
destroy the integrity of information networks and their
ability to adapt even before they become the subject of
study in the framework of environmental science
[O'Connor et al., 2019, p. 2].

In recent years, more and more articles have begun
to appear in which the foundations of a new scientific
direction — «information ecology» are discussed in all
seriousness [Davenport, Prusak, 1997; Mizintseva et al.,
2000]. I think this is superfluous, for a number of rea-
sons [Rozenberg, 2011], among which there is such an
argument: the «information approach» in the study of
certain properties of ecosystems should be perceived
only as a method (if you have carried out a study of mi-
croorganisms using a microscope, then it would not oc-
cur to you to defend this work in physics [optics], but
rather you will defend in microbiology. The situation is
a bit like trying to «hijack» a resounding domain on
the Internet, so that if you are lucky, make it a subject
of bargaining). Thus, information theory (as well as
mathematical modeling, automatic control, etc.)
makes it possible to see some analogies in the descrip-
tion of ecosystems and apply (with a clear under-
standing of possible limitations) the corresponding
apparatus; and this is not a new science.

This can be attributed to the emerging «environ-
mental informatics»; the question of the need for «en-
vironmental informatics» can be reformulated as fol-
lows: «Is it necessary for informatics?» or « What new



can this give to the general laws of information trans-
fer?». Information theory in environmental research,
so far, has been reduced only to measuring information
ecologists has not yet been attracted by the main limiting
ratios for data transmission systems, which constitute its
essence. Thus, it seems that, as with «information ecol-
ogy», «environmental informatics» does not have the
right to claim a new and original direction. The natural
process of the interpenetration of various sciences has
not yet gained «critical mass» here.

Today, it seems very likely that the study of ecology
will be conducted in at least two separate areas — aut-
and demecology, on the one hand, and synecology, on
the other, which will apply the methodology of infor-
mation theory in different ways [Ulanowicz, 2002]. In-
formation theory «professes» a relational approach
[Bateson, 1972], according to which it is impossible to
say that people, animals or other organisms enter into
communication (informational approach) or participate
in it (interactional approach), since they are already an
integral part of this process whether they like it or not,
part of both local and global relationships. This ap-
proach conflicts with the methods of aut- and demeco-
logical studies (emphasis on the size and composition of
the population, and relations with other populations re-
main secondary). Indeed, in such a situation, many in-
formation approaches lose their meaning (an exception
is the analysis of information fields [Naumov, 1973;
Mozgovoi, 2005]). Synecology, on the contrary, fo-
cuses on the relationship of populations with each
other; in this case, information theory can be applied
in a very natural way to the study of interrelated pro-
CEesSes.

One hopes that as a result of methodological suc-
cesses, as well as experience gained in other areas of
knowledge, "informatization" of ecology will not take
much time, as it might seem. However, it seems that
this task in its difficulty exceeds the limits of any indi-
vidually planned program. Moreover, the process of
mathematizing the introduction of information theory
into ecology is not at all trivial (more precisely, it is
little, or not at all, is still used in this process [Krapivin,
Potapov, 2002; Burkov, Krapivin, 2009; Krapivin,
Shutko, 2012].

Conclusions

In conclusion, I note that the feeling of dissatisfac-
tion with mathematical interpretations of the applica-
tion of information theory in ecology is largely due to
the fact that they often give (confirm) statements that

using an entropy indicator. But information theory is not
a theory of measuring information (more precisely, it is
far from only measuring information); the attention of
are no better than the same statements expressed in
verbal form. John von Neumann and Oskar Morgen-
stern [1944] came up with the following idea, regard-
ing the use of game theory in economics: there is no
evidence because the mathematical apparatus is applied
to those areas that are so vast and complex that for a long
time — until more empirical facts are accumulated —
hardly whether serious progress can be expected from
an increase in the dose of mathematics alone. The fact
that these areas are attacked in this way only shows that
the difficulties accompanying this process are underes-
timated. In reality, these difficulties are enormous, and
we do not feel prepared enough to overcome them.

It remains to emphasize once again that the «infor-
mation» approach is applicable in ecology only within
the framework of analogies that can «lead» the thought
of environmental researchers to formulate new ap-
proaches and directions of searching for new laws and
patterns. Moreover, success should be expected not in
the direct use of information measures to assess biodi-
versity or ecosystem similarity, but in deep penetration
and ecological interpretation of the limiting cybernetic
laws of the potential effectiveness of complex systems.

I’d like to finish the article with the words of Shannon
from the short note in Bandwagon: « What can be done to
inject a note of moderation in this situation? In the first
place, workers in other fields should realize that the
basic results of the subject are aimed in a very specific
direction, a direction that is not necessarily relevant to
such fields as psychology, economics, and other social
sciences (biology and ecology can be added to this list.
— Author's note.). <...> but the establishing of such ap-
plications is not a trivial matter of translating words to a
new domain, but rather the slow tedious process of hy-
pothesis and experimental verification. <...> Secondly,
we must keep our own house in first class order. The
subject of information theory has certainly been sold, if
not oversold. <...> Only by maintaining a thoroughly
scientific attitude can we achieve real progress in com-
munication theory and consolidate our present posi-
tion» [Shannon, 1956].
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POJIb DJKOUH®OPMAIIMUUX B MOHUTOPUHI'E: 34 U IIPOTHB

© 2022 TI'.C. Po3enbepr

Camapckuii henepaabHbIN HCCaeI0BaTeIbCKUN HaydHbIH eHTp PAH,
UnctutyT 3x0noruu Bomkckoro 6acceiina PAH, r. Toneartu (Poccust)

Annomayuusa. ABTOp paccMaTpuBaeT Pl MOHATUN M 3aKOHOB, NMPHUINEAIINX B DKOJOTHIO U3
WHPOPMATUKU W TONYUYHMBIIMX IIUPOKOE paclpoCTpaHEeHUe Onarogaps cBoeMy IIIyOOKOMY
CMBICIIOBOMY COJIEpKaHUIO. XOTS BaKHOCTh MH(POPMAIMOHHBIX MPOLECCOB I peau3alun
9KOJIOTHUYECKMX (DYHKIMHA CerojHsl OOIIenpu3HaHa, (QyHIaMEHTANBHBIC IOJIOXKECHUS TEOPHH
WHPOPMALMK HEIOCTATOYHO OTPaXCHBl B TeopeTHdyeckoil skomoruu. [IpaBma, HekoTOphIe
o0IIeTeopeTHUECKUe MpoOJIeMbl B CBET€ Teopuu HHGOpManMu (MepapXusl, yCTOWYHBOCTD,
MEXKBHJIOBbIE  B3aUMOJCHCTBHS, KJIAcCHQUKAIUSI DKOCHCTEM U Jp.) OO0CYXKIaroTcs
CHeIMaTUCTaMUd. ABTOpP pacCMaTpPUBAET IOMBITKH CO3JaHMS HOBBIX HAYYHBIX HAIpaBICHUNA —
«IKoJIoTHUecKass WHpoOpMaTHKay W «HWH(POpPMaNMOHHAS OJKoNoTUs». «HHbopMaIMoHHBIN
MOX0/ B U3YYEHUH TeX WM MHBIX CBOWCTB SKOCHCTEM CIEAyeT BOCIPHHHMATH TOIBKO KaK
Merton. Jlemaercs BBIBOL O TOM, HYTO «HWH(MOPMAIIMOHHAS OKOJIOTHS», «IKOJIOTHIECKAS
nH(pOpMAaTUKa» HE WMEIOT NpaBa IMPETCHIOBAaTh HA HOBOC M OPUTMHAILHOE HAIpPaBJICHUE.
Cunakonorus poxycupyeTcsi Ha OTHOILCHHUAX MOIMYJISIIUK IPYT C APYTOM; B 3TOM ClIydae TeOpusl
nH(pOPMAITUN €CTECTBEHHBIM 00pa30M MOXKET OBITh IPUMEHEHA K N3YYCHHUIO B3aUMOCBSI3aHHBIX
nponeccoB. OOCyXmaloTcsi ABa aclekTa HHGOOpMalWU: CHHTAKCHYEeCKas M CEeMHOTHYECKas
uHpopmanus. Ectb Hagexxga, 4uYro B pe3ylbTaré  METOJOJOTHMYECKHX  YCIIEXOB
«uH(pOopMaTH3anKsD» SKOJOTHH HE 3aiiMeT MHOTO BPEMEHH, KaK MOXET Tokaszarbcsa. OmgHako
Ka)KeTCsl, UTO 9Ta 3ajada Mo CBOEH CIOXHOCTH BBIXOAWT 32 MPEeAebl I000H WHANBHIYATbHO
CIUTAaHUPOBAaHHOU TporpaMMebl. «MH()OPMAIMOHHEIN MMOAXO0J] MPUMEHHM B SKOJOTHU JIUIIH B
paMKax aHaloTHH, CIOCOOHBIX «IIOIBECTH» MBICIIb HCCIIEA0BATENIECH-3KOIOTOB K (pOpMYITHPOBKE
HOBBIX ITOAXO/IOB M HAIIPABJICHH MTOMCKA HOBBIX 3aKOHOB M 3aKOHOMEPHOCTEH.

Knioueswvie cnosa: nadopmanus, reonHGOpMaMOHHBIA MOHUTOPUHT, HH(OPMALMOHHOE TIOJIE.
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